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I. Civic and Economic Criticisms of “Closed Systems”

In his influential book *The Future of the Internet and How to Stop It* Jonathan Zittrain argues that we are headed for a future in which general purpose computers, which he calls “generative systems,” will be replaced by locked-down, tethered computing appliances:

“... The PC revolution was launched with PCs that invited innovation by others. So, too, with the Internet. Both were generative: they were designed to accept any contribution that followed a basic set of rules (either coded for a particular operating system, or respecting the protocols of the Internet…). But the future unfolding right now is very different from the past. The future is not one of generative PCs attached to a generative network. It is instead one of sterile appliances tethered to a network of control.”

An important civic virtue of generative systems is that they invite and require participation. Much like open source software, generative systems do not draw sharp lines between consumers and producers, users and developers, because the tools of production are available to all. As a participant in a generative, open system, every user is a potential developer, much as every citizen in a democratic society is a potential lawmaker.

Zittrain is not alone in his critique of closed systems. In *The Master Switch*, Tim Wu chronicles the history of the information sector in the United States since the birth of AT&T. According to Wu, “[h]istory shows a typical progression of information technologies: … from a freely accessible channel to one strictly controlled by a single corporation or cartel—from open to closed system.” Open systems promote “a world in which most goods and services are free or practically free, thereby liberating the individual to pursue self-expression and self-actualization as an activity of primary importance.”

Closed systems, in contrast, appeal to the consumer, not the creator. They are built to control the users, not to empower them, steering users towards “mass conformity.”

Critics of closed systems generally view open systems as inherently superior in economic terms as well. For example, Zittrain argues that “[g]enerative systems facilitate change” specifically in the form of disruptive innovation. Disruptive innovation is commonly triggered by amateurs, who are not constrained by the business imperative of having to make a profit.
of their disruptive nature, generative PCs and the Internet “overwhelmed their respective proprietary, non-generative competitors: PCs crushed stand-alone word processors and the Internet displaced such proprietary online services as CompuServe and AOL.”

Timothy Berners-Lee agrees: “[C]losed, ‘walled gardens,’ no matter how pleasing can never compete in diversity, richness and innovation with the mad, throbbing Web market outside their gates.”

Jonathan Rosenberg similarly claims: “At Google we believe that open systems win. They lead to more innovation, value, freedom of choice for consumers, and a vibrant, profitable, and competitive ecosystem for business.”

Some critics go one step further, not merely claiming that closed systems are less competitive than open systems, in which case we could reasonably expect the market to take care of them but, more specifically, anticompetitive. As such, closed systems undermine the corrective dynamism of the market, which, in turn, justifies regulatory intervention. Wu, for example, singles out Apple as the company he “fear[s] the most,” and that “despite the attention to Google’s monopoly, . . . is likely to run into antitrust problems first.” According to Wu, “unreasonably exclusionary” in the context of a monopolization offense “translates readily to a single word: ‘closed.’” In contrast, an open systems strategy “translates in antitrust language to ‘non-exclusionary.’” Wu approvingly cites Tom Conlon, who puts it more bluntly: “Once we replace the personal computer with a closed-platform device . . . , we replace freedom, choice and the free market with oppression, censorship and monopoly.”

This article examines the specific claim about the supposed anticompetitive properties of closed systems.

II. What’s Open, What’s Closed? Easy Labels Don’t Provide Ready Answers

What is a closed system? In antitrust law and economics, “systems” are often thought of as “collections of two or more components together with an interface that allows the components to work together.” Examples include applications and operating systems, nuts and bolts, video games, and gaming consoles. Often the components have little value in isolation but substantial value when combined with complementary system components (e.g., DVDs are useless without a DVD player and vice versa).

It is less clear what makes a system closed as opposed to open. First, there is a problem with the definitional scope of “open” and “closed.” A fully open system is an oxymoron because systems are, by definition, different from their environ-
ment and must therefore be closed in some respects.\textsuperscript{20} If there is no locus of differentiation, i.e. if all parts of system A and system B are fully interchangeable, then neither A nor B is a system in any meaningful sense. Similarly, it is hard to come up with an example of a fully closed system, because even the most locked-down, tethered appliance must at least connect with the power grid. Open versus closed is therefore not a binary distinction but a matter of degree. All real-world systems are open in part and closed in others.

Second, computer systems or stacks consist of various layers—hardware, operating system, software, and content—each of which can be more or less open. Should a system like Microsoft Windows that is open at the content and software layers but closed at the operating system layer be labeled open or closed? Zittrain\textsuperscript{21} and Wu say “open,”\textsuperscript{22} the Free Software Foundation says “closed.”\textsuperscript{23} What about platforms such as the Macintosh that are open at the software layer but closed at the operating system and the hardware layers? Zittrain says “open,”\textsuperscript{24} Wu, Farrell, and Weiser say “closed.”\textsuperscript{25} Everyone seems to agree that the Kindle, iPod, and TiVo are closed,\textsuperscript{26} even though they all depend entirely on third party contributions—i.e., openness—at the content layer. Lastly, there is the vexing case of the iPhone/iPad. According to Zittrain, the iPhone was closed from June 2007 to February 2008.\textsuperscript{27} After that, it turned into a “hybrid system.”\textsuperscript{28} According to Wu, the iPhone remains “closed” to this day, despite the fact that there are over 100,000 iPhone developers who have created more than 300,000 applications, resulting in over 10 billion downloads.\textsuperscript{29}

As an analytical tool the labels “open” and “closed” are of limited utility, because they cannot adequately capture the complexity of selective openness at various layers of a system within their single binary distinction. Addressing the central antitrust issue requires that we move past the “ready labels” and focus on whether specific vertical restraints at all levels result in anti-competitive exclusion and foreclosure.

III. The Treatment of Vertical Integration, Vertical Restraints, and Refusals to Interconnect

Vertical arrangements have a long, stormy, and well-documented history in antitrust law and economics. Until the late 1970s, courts and agencies were generally hostile towards vertical arrangements.\textsuperscript{30} Modularity and open market structures, in which “[m]any firms compete in selling their individual components”\textsuperscript{31}
At all levels of production, were the normative ideal. Against that baseline, closed organizations, in which “a single firm, or a small set of firms working hand in glove with one another, undertakes all those activities,” were suspect. The hostility towards vertical arrangements led to highly restrictive merger decisions such as Brown Shoe or the per se illegality of intra-brand territorial distributor restraints.

Of course, the courts were correct in recognizing undeniable benefits from modularity, such as the ever more efficient production of components and resulting lower prices, superior component performance, and the gradual erosion of entry barriers. However, focusing on the benefits of modularity to the exclusion of considering its costs left the courts with an incomplete picture. In its path-breaking 1977 Sylvania decision, the Supreme Court acknowledged that modular market structures are also vulnerable to systemic market failures stemming from transaction costs, lack of coordination, opportunism, free-riding, and double marginalization among others.

Once courts in the 1980s started taking both the benefits and the costs of modularity into account, it became clear that restrictions on access and other vertical restraints are usually a response to such market failures and only in exceptional circumstances driven by aspirations of anticompetitive exclusion.

Modern antitrust doctrine therefore recognizes that vertical restraints as such are not in an antitrust suspect class. To the contrary, most vertical restraints are pro-competitive, or else the marketplace would punish the firm imposing them. Only if the incumbent has significant market power and the restraint results in meaningful foreclosure can vertical restraints possibly have anticompetitive effects. As a consequence, courts today almost universally apply the rule of reason to all vertical restraints.

That leaves us with a puzzle. If antitrust concerns regarding closed systems are really concerns about the competitive effects of vertical arrangements, and vertical arrangements are afforded great leniency by the courts, what is the basis for the recurring criticism of closed systems as potentially anticompetitive?
IV. Computer Platforms: System and Component Competition

On February 8, 2011, Stephen Elop, CEO of Nokia, sent an email to his employees, shortly before entering into a broad-based alliance with Microsoft to deploy the Windows Mobile operating system on Nokia handsets:

“The battle of devices has now become a war of ecosystems, where ecosystems include not only the hardware and software of the device, but developers, applications, ecommerce, advertising, search, social applications, location-based services, unified communications and many other things. Our competitors aren’t taking our market share with devices; they are taking our market share with an entire ecosystem. This means we’re going to have to decide how we either build, catalyse or join an ecosystem.”

Elop’s analysis reflects a shift in focus of the competitive interaction from devices to platforms (or ecosystems) and, further, a realization that platforms consist of broad coalitions of participants. Specifically, computer platforms generally consist of (1) the system sponsor, (2) various contributors, and (3) the users. The system sponsor often contributes, among other things, the underlying platform technology (e.g., the operating system), developer tools, services to facilitate platform transactions (e.g., hosting and billing), platform governance, and related IP. Contributors include hardware and software developers that create platform-specific products, content providers (e.g., publishers, record labels), and services (e.g., Facebook, Twitter, Foursquare). In many instances, the platform sponsor also contributes to the platform by selling its own applications. The users, finally, include buyers of devices, applications, and services and everyone who uses indirectly monetized services on a given platform for free (e.g., Google or Bing search users).

There are two relevant realms of competitive interaction that are connected yet conceptually distinguishable: competition among ecosystems and competition within a given ecosystem, in other words, inter- and intra-system competition. System sponsors are the primary agents of inter-system competition (sponsor A versus sponsor B). Contributors are the primary agents of intra-system competition (e.g., developer A versus developer B). Problems arise if sys-
tem sponsors wear multiple hats. In addition to being system sponsors, they may be application developers, hardware vendors, or service providers. This raises the familiar issue of non-integrated single-level competition versus vertically integrated multi-level competition. For example, complaints of platform sponsors giving their own applications an edge through “private” operating system application programming interfaces (“APIs”) or more powerful development tools fall into this category.42

This concern, however, is limited to intra–system competition, because applications written for system A generally do not compete head-to-head with applications for system B, irrespective of whether the developer is vertically integrated or not.43 That said, vertical arrangements within a given platform are not irrelevant in the inter-system context—far from it. Vertical integration within platform A can be among the most important competitive differentiators vis-à-vis platform B if it improves the overall value of the platform for all constituents, including the users. Examining the dual nature of intra–platform rules, promulgated by the platform sponsor, and their simultaneous impact on inter-system competition is key to our assessment of platform competition. It is to those effects that we now turn.

V. Intra-platform Rules with Inter-platform Effects

Every platform needs rules, if only to define the boundary between the system and its environment. Packets sent across the Internet must adhere to the TCP/IP protocols for delivery. In order to write an application for Linux, one must compile it to the Linux APIs. That much is uncontroversial. Some rules, however, go beyond open and well-documented technical standards and more directly limit participation in a given platform. For example, the online job board TheLadders only lists jobs that pay $100,000 or more and charges job seekers a $35 fee for applying to a job listing, sharply departing from the industry norm that the job seeker side of the platform is free.44 TheLadders uses price as a means to limit user participation. Similarly, Microsoft requires would-be game developers for the Xbox or the Xbox Live Arcade to go through a multi-stage approval process before granting permission to distribute a game.45 Why would a multi-sided platform limit participation or contributors and users? Given the presence of indirect network effects, isn’t more always better?

At first blush, it appears so. Recall that multi-sided platforms generate value by facilitating transactions between at least two constituencies that stand to gain from interacting with one another. Internet search engines are a good example. Google’s Jonathan Rosenberg summarizes the business model as follows:

Given the presence of indirect network effects, isn’t more always better?
“Users go where the information is so people bring more information to us. Advertisers go where the users are, so we get more advertisers. We get more users because we have more advertisers because we can buy distribution on sites that understand that our search engine monetizes better. So more users, more information, more information more users, more advertisers more users, more users more advertisers, it’s a beautiful thing, lather, rinse, repeat, that’s what I do for a living.”

The European Commission adopted the “more is always better” reasoning in its 2010 Microsoft/Yahoo! decision and observed that “[i]n order to be successful, a search engine operator will try to attract as many participants on both sides of the platform as possible.” Why then would any platform sponsor impose rules to limit participation—if not for some anticompetitive purpose?

The answer is that some platforms are much more sensitive than Internet search engines to negative externalities created by too many or by the wrong participants. The potential for market failure, in other words, is significant. Consider the effects of crowding in a two-sided, low-tech platform setting. An overcrowded nightclub is no fun for male or female patrons—the two constituencies that the venue seeks to connect. To minimize the resulting externalities (as Yogi Berra put it: “No one goes there anymore. It’s too crowded”), nightclubs limit admission and enforce that rule at the door. Now consider the impact of low quality contributions, the negative effects of which are not fully internalized by the contributor. Drunken or rowdy guests spoil the fun for both sides in a nightclub, which is why disorderly patrons are either denied access or are removed once they start being obnoxious. That too is a rule promulgated and enforced by the platform sponsor.

The same principles apply to computer platforms. As a rule, the developers go where the users go, and the users go where the developers go. The resulting positive feedback effect was the basis for the court’s finding of an “application barrier to entry” in the *U.S. v. Microsoft* case. However, if there are too many applications in the same category, choosing the right one can become costly and time consuming for the users. The incremental search costs for users resulting from crowding on the developer side can be significant. In addition, if users cannot readily judge the quality of an application before buying it, then they may be unwilling to pay more than an average price for any application. As a result, low-quality contributions by some developers drive down the price for all applications, reduce the value of the platform for both users and competing developers, and diminish the developers’ incentives to invest in high-quality applications. A downward spiral ensues.
Thus, for many platforms more is not always better. The greater the potential for market failure, the greater the value that a platform sponsor can realize for all participants by imposing rules that limit or exclude those contributions that would diminish the overall value of the platform. In fact, most intra-platform restraints likely fall into that category. Such intra-platform restraints are not designed to exclude would-be contributors that happen to also compete with the platform sponsor. Rather, the point of platform rules is to “help coordinate other players [who contribute to the platform] to achieve a better outcome than would be achieved in ungoverned production.” In other words, the purpose of these intra-platform restraints is to make the platform more competitive vis-à-vis other platforms.

VI. Taxonomy of Common Platform Rules

In the computer platform context, there are common categories of intra–platform restraints with inter–platform effects, including rules about minimum quality, security, privacy, consistency, and technology.

A. QUALITY AND CONTENT RULES

Intra-platform rules ensuring quality are ubiquitous. In the gaming console space, Microsoft, Sony, and Nintendo all require developers to complete a multi-step process from concept approval to final testing to ensure the quality of a game prior to its release. The problem that the sponsors seek to solve is that low-quality contributors do not fully internalize the costs that they impose on the more committed platform participants and might therefore have incentives to release poor products, turn a quick profit, and have other platform constituents suffer the consequences. Quality control has thus long been recognized as a bona fide business justification for vertical restraints and refusals to deal. In the franchise context, franchisors are free to impose detailed “brand standards” on a franchisee’s business operations, even though such restraints clearly limit the dimensions of competition among franchisees and possibly between franchisees and the franchisor as well.

Content restraints are special cases of intra-platform quality rules. For example, Google’s sponsored search network AdWords has extensive “Content Guidelines” that prohibit advertisers from promoting liquor, tobacco, “the promotion of revisionist concepts,” etc. Apple’s App Store Guidelines impose similar restrictions on iOS developers, rejecting applications that “portray[] realistic images of people or animals being killed or maimed, shot, stabbed, tortured or injured;” that “depict violence or abuse of children;” or that contain pornographic material. Those rules have at times been singled out for criticism. However, the basis for such content restrictions—a newspaper would call them editorial
policies—is not to avoid competition but to create and maintain a distinctive platform identity or brand. Legislating and enforcing content rules are attempts by the platform sponsor to balance the interests of various constituencies with the goal of maximizing the overall value of the platform to better compete against rival platforms.

B. SECURITY RULES
Malware, i.e. malicious code that is executed on a machine unbeknownst to its user, is among the most serious threats to any computer platform. Malware can be used to steal a user’s banking information and passwords or to press a user’s PC into the service of a botnet to distribute spam or participate in distributed denial of service attacks. The first major malware incident on a mobile platform was reported in March 2011, when Google confirmed, “that 58 malicious applications were uploaded to Android Market, and that they were downloaded onto around 260,000 devices.”

Platform sponsors have long struggled with the problem of online security. Some are promoting ex post solutions, e.g., Microsoft offers a virus- and malware scanner as a free download. Going one step further, Google’s Android operating system includes a “kill signal,” to remotely remove infected applications from users’ devices. The problem with all ex post solutions is, however, that they cannot, by definition, protect against new threats, and that removing an infected application does not reliably disinfect already compromised devices. Apple has taken a different approach to improving security on iOS devices by screening all applications for malware prior to releasing them for download into the App Store.

Relative platform security is an important competitive differentiator, as evidenced by scores of news articles and blog posts comparing the relative benefits of Android’s ex post approach to the security benefits of Apple’s ex ante approach, in the wake of the Android malware incident. Such differentiation is once again realized through intra-platform developer restraints and, in the case of Apple, the vertical integration of the App Store into the iOS. Viewing intra-platform security rules as restraints on developers only, without considering the effects on other platform participants and on inter-platform competition, would thus result in an incomplete and misleading assessment of their competitive effects.

C. PRIVACY RULES
Online privacy policies and privacy-respecting architectures have increasingly become a factor of competitive differentiation as well. In September 2008, Google cut back the retention period for IP addresses on server logs from 18 months to 9 months “to protect user privacy.” Yahoo! responded quickly by cut-
ting back its retention time from 13 months to 90 days. More recently, user privacy concerns—backed by the threat of regulatory intervention—led to numerous changes in Facebook’s privacy policies. DuckDuckGo, an Internet search engine, has made user privacy its tagline (“We don’t track you!”) in an attempt to differentiate its service from Google. Similarly, FTC Commissioner Thomas Rosch has identified the need to balance consumer privacy and vigorous competition “as the most significant issue on the horizon in the high-tech sphere.”

Platforms compete along the privacy dimension through (a) privacy policies between the sponsor and the users and (b) sponsor-imposed intra-system restraints on developers and content publishers. These agreements and restraints seek to balance the privacy interests of users against the monetization interests of developers and advertisers. Clearly, such intra-platform rules translate into inter-platform competition for users and developers.

D. TECHNOLOGY RULES

Platform sponsors must determine what technologies to include in their platforms. For example, Microsoft had to decide what graphics library to include in the Xbox. That choice is made with both the contributors and the users in mind. The platform technologies must be able to deliver a compelling experience to the users but, in order to do so, they must first win the support of the developers. In the case of the Xbox, Microsoft chose to build the platform around its own DirectX graphics engine rather than OpenGL, a rival graphics library with broad developer support.

Can such choices be exclusionary? In the case of a “startup” platform, the answer will almost always be no. If there is no market power in the platform market, then the sponsor should be free to integrate whatever technologies it pleases, including its own. Now suppose that the platform becomes highly successful and achieves monopoly power. Would a requirement to keep using the sponsor-provided platform technologies at the expense of rival technologies be exclusionary?

In most instances, the answer will be no as well. Even for those technology mandates that could amount to exclusionary conduct under Section 2, there will often be compelling business justifications for a platform sponsor to manage the overall technology path by limiting alternative choices by developers and other contributors. Consistency of the user experience across applications can be a compelling reason, in particular if the platform vendor introduces a new, distinctive interface. So are privacy and security concerns, as discussed above. Similarly, maintaining a stable, predictable platform core simplifies application development, as developers do not have to customize their software for different hardware configurations.
Other technology restrictions—e.g., native development-only requirements—that prohibit developers from using cross-platform intermediation layers may also be justified. Intermediation layers sit between the platform’s operating system APIs and the applications. Instead of writing applications directly for a given operating system, developers write applications for the intermediation layer, which then connects to the operating system. The main benefit of cross-platform intermediation is that developers can run the same code on multiple platforms. Without cross-platform intermediation, developers would have to “port” their programs from one platform to another, which—depending on the program—can be rather time and labor intensive. Why would a platform sponsor want to limit the use of such intermediation layers?

From a platform sponsor’s perspective, there are two related concerns. First, widespread use of an intermediation layer by developers may require the platform sponsor to delay operating system or hardware innovation until the vendor has made the intermediation layer compatible with the upgrade. Second, many new operating system or hardware features may not be adopted by developers and thus remain invisible to users until the vendor chooses to expose the new features to developers in the intermediation layer.

These concerns are particularly serious for smaller and/or highly innovative platforms. Suppose that an intermediation layer runs on platforms A, B, and C. Platform C accounts for 5 percent of the layer’s installations and is innovating rapidly. In that case, the vendor’s incentives to upgrade the intermediation layer in lockstep with C is significantly weaker than the incentives of native platform C developers. The intermediation layer vendor’s incentive is to maintain maximum compatibility across platforms, not maximum quality on any given platform.

Sponsors of platforms whose success depends on rapid innovation may thus have strong business justifications for requiring developers to write native applications and not use intermediation layers. Sponsors of platforms whose success depends on rapid innovation may thus have strong business justifications for requiring developers to write native applications and not use intermediation layers.

**VII. Calibrating Antitrust Policy in the Systems Competition Context**

Our initial question whether “closed” systems are inherently anticompetitive can be restated as follows: “Is there a reason to believe that intra-platform restraints imposed by the platform sponsor on various contributors are commonly exclu-
sionary?” To that question, the answer is no. Is it possible that such restraints can lead to anticompetitive exclusion? Yes, but not unless the platform has significant market power vis-à-vis rival platforms.

A. AS A POLICY MATTER, “OPEN” IS NOT NECESSARILY BETTER THAN “CLOSED”

From a competition policy point of view, the assumption that “open” is necessarily preferable to “closed,” requires some qualification.

First, we should not lose sight of the fact that the two great information monopolies of the Internet Age (as of Spring 2011), Microsoft and Google, have both been sponsors of open systems. Both firms succeeded in dominating broad horizontal layers of their respective stacks: the PC and the internet. Microsoft Windows, protected by the applications barrier to entry that its open developer access policies enabled, monopolized the operating system layer. Google has become the “current custodian of the [internet’s] Master Switch” as the dominant provider of algorithmic and sponsored search. Less “open” platforms such as Facebook, Apple, and Twitter have remained in much more narrow verticals that dissatisfied customers and competitors can more easily avoid.

Second, while an “open monopolist” will generally be preferable to a “closed monopolist” from an antitrust policy standpoint, it is by no means clear that open systems are preferable to closed systems in competitive markets. For example, in the 1980s, before the Windows/Intel systems came to dominate the PC space, there was intense competition among vertically integrated home computing firms, including Sinclair, Altair, Tandy, Commodore, Atari, Texas Instruments, Sharp, Apple, and many more, each of which sold “the whole widget.” The competing systems were incompatible, which limited their value to users and developers alike.

However, for the same reason, innovation by the platform sponsor was not limited to a single layer of the system architecture. Each firm competed on the value of the entire ecosystem. The rapid pace of innovation that users and developers enjoyed in this golden age of closed computer systems competition remains somewhat underappreciated in today’s discussion. Yes, the open Windows/Intel PC blew away the competing walled gardens in much the same manner that the open internet blew away CompuServe, Prodigy, and AOL. But the new “open” era, for all its undeniable benefits, also ushered in decades of monoculture—replacing a wildly diverse collection of ecosystems, teeming with radical innovative experiments at all levels, with relative heterogeneity.
B. MONOPOLY POWER IS A THRESHOLD ISSUE FOR ANY CONCERNS OVER “CLOSED” SYSTEMS

Intra-system restraints are most comparable to vertical restraints such as franchise regulations and brand standards. Some rules may also resemble selective refusals to deal and cases about technological innovation that breaks or limits compatibility with third-party contributions. All these doctrinal categories share a market power requirement, either as part of a Section 1 rule of reason inquiry or as part of a Section 2 monopolization case. Without significant market power and the threat of a high level of market foreclosure, there is no basis for imposing antitrust liability on a platform sponsor’s “intra-platform legislation.”

This fundamental point does not always receive proper attention. For example, in *The Master Switch*, Wu proposes a “Separations Principle” to keep closed systems from taking over the information sector.

“[A Separations Principle] would mean that those who develop information, those who own the network infrastructure on which it travels, and those who control the tools or venues of access must be kept apart from one another. . . . [The resulting priorities for antitrust enforcement] must be both the prevention and dissolution of large-scale vertical mergers in the communications industry.”[81]"

The Separations Principle amounts to a general rule against vertical integration in the information sector irrespective of market power, foreclosure, and efficiencies. Such a sweeping rule requires extraordinarily strong justifications, which Wu fails to provide. In fact, our analysis of the competitive effects of open and closed systems does not suggest that closed systems pose anywhere near the level of concern that would justify such a radical expansion of antitrust market regulation.[82]

C. THERE ARE NO SHORTCUTS FOR A FINDING OF MONOPOLY POWER

Users and developers engage with platforms over time. They join a platform with certain expectations about its evolution, make follow-on investments in time, money, and expertise, periodically recommit (e.g., when a new device is rolled out or an operating system gets a major version release), or move on to other platforms.

 Plaintiffs have taken snapshots of this fluid multi-party platform relationship and recast it as a simple two-step purchasing pattern. First, or so the argument goes, users and developers choose among available platforms (inter-platform
choice). Second, following the platform commitment, they choose from among the options available on the platform (intra-platform choice). The choice sets for each step may be very different. For example, a developer seeking to enter the mobile application business may choose among Android, Apple, RIM, Windows Mobile, WebOS, and other platforms. Clearly, there is abundant choice at the inter-platform level. Once the developer has committed to a platform, however, its options within that platform may be limited by platform rules, technologies, the platform’s user base, etc.

Under this snapshot approach, the two-step purchasing pattern then serves as the basis for applying a Kodak-style single-product aftermarket theory. The platform is the foremarket, and everything else is part of various aftermarkets. To the extent that the platform sponsor participates in those aftermarkets and reserves certain business opportunities for itself (e.g., by regulating the behavior of other contributors or various forms of technological integration), it has been cast as a putative monopolist.

A closer examination reveals that any similarities between Kodak-style aftermarkets and computer platforms are superficial and uninformative.

First, while “Kodak’s sale of its product involved no contract framework for ongoing relations,” users and developers enter into long-term relationships with the platform sponsor. Unlike the buyer of a copier, users and developers join evolving ecosystems with potentially tens of thousands of contributors and a “platform government” whose job it is to—more or less—actively manage the overall platform path by constantly fine-tuning the rules governing the relationship among the platform constituents. In other words, if it is reduced to a series of spot transactions, then something important about the long-term nature of platform engagement is lost.

Second, and relatedly, buyers of copiers may have certain expectations of stability, both in terms of the functionality of the product and its general service environment. In contrast, users, developers, and platform sponsors all expect change, even with respect to core functionalities of the devices that define the platform. Copiers don’t fundamentally change over the course of their useful life, but computers do. After all, as Zittrain correctly observes, computers are generative devices. The same is true with respect to the rules governing use and contributions. End user license agreements are amended frequently and so are developer terms as the ecosystem adapts to internal and external challenges.

Third, the Kodak court was concerned about “a less responsive connection” between the equipment market and the aftermarkets for parts and services as a result of information and switching costs. In other words, ex ante buyer ignorance about the value of third-party aftermarket contributions creates the opportunity
for ex post exploitation. Because of that, or so the theory goes, equipment vendors have no incentives to educate the buyer at the time of the equipment purchase.

The incentives of most computer platform sponsors are completely different. User ignorance about the value of third-party contributions is a serious problem, not a business opportunity. As a result, platform sponsors aggressively advertise developer contributions. The iPhone is more attractive because “[t]here is an app for that.” Android is more attractive because “Droid does apps.” Microsoft advertises third party games for the Xbox. Sony and Nintendo do the same. Platform sponsors that are not merely selling “a device” but the value of the entire ecosystem have strong incentives to create highly responsive connections between the platform and third party contributions—to the point that a temporal distinction between the two (“first platform, then third-party contribution”) becomes artificial at best and misleading at worst. “Joining a platform” means entering a web of evolving, long-term relationships that jointly create the competitive value of a platform. It is that value that determines the initial platform choices of users and developers and that underwrites their continued support.

As a result, aftermarket theories are likely to mischaracterize the competitive environment of computer platforms and suggest monopoly problems where there are none. Courts have reacted to a similar “false positive” problem in the context of franchise agreements by rejecting aftermarket theories where the source of the franchisor’s power is based on an agreement. Computer systems deserve at least the same level of deference. There are no shortcuts to a finding of real, as opposed to imputed, inter-platform market power.

D. ADVERSE EFFECTS OF INTRA-PLATFORM RESTRAINTS ON ONE CONSTITUENCY MUST BE BALANCED AGAINST EFFECTS ON OTHER CONSTITUENCIES AND AGAINST INTER-PLATFORM EFFECTS

The antitrust evaluation of open and closed platforms should focus on real (not aftermarket–imputed) market power in the inter-platform space and the net competitive effect of the intra-platform rule(s) under consideration.

(1) If there is no meaningful inter-platform market power, then regulatory intervention is unwarranted. There is no reason to view intra-platform rules less favorably than other vertical intra-brand restraints.

(2) If there is significant inter-platform market power, then any meaningful competitive effects from the intra-platform rule vis-à-vis the restrained platform constituency should be balanced against (a) benefits that the rule confers upon other platforms constituencies and (b) its positive effects (if any) on inter-platform rivalry.
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